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Abstract. We describe a new algorithm for the calculation of Liapunov quantities for two-
dimensional systems in terms of the complex form of the system. It is more transparent conceptually
and more efficient computationally. We demonstrate the advantages of this approach by deriving
the integrability conditions and information about the bifurcation of limit cycles for some cubic
systems.

1. Introduction

The use of computer algebra has led to significant progress in the investigation of the properties
of planar dynamical systems. The calculations involved in, for instance, the bifurcation of limit
cycles and the derivation of centre conditions are extremely heavy and are quite impossible to
accomplish by hand except in the simplest cases. The expressions arising can be very large,
and the difficulties are exacerbated by intermediate expression swell. Inevitably systems are
considered in which the limits of available computing capacity are reached. At that stage every
effort to reduce the burden of the computations in terms of computing time, but more often
of space, is rewarded. Considerable effort has consequently been devoted to improving the
algorithms used, thereby extending the range of their applicability. In this paper we show that
working with the complex form of the system—that is, with the single differential equation
for z = x + iy—does indeed lead to perceptible benefits in some situations. Moreover, the
complex form is especially convenient for theoretical work. For example, the conditions
under which a system is symmetric in a line can be readily obtained; we have exploited this
in several instances. This form has also enabled us to resolve an outstanding question relating
to the Kukles system [8]. We conjectured that for this particular cubic system there are no
integrability conditions which are not ‘persistent’. We are able to prove that this is the case for
any system of this type whatever its degree. The approach extends the selection of techniques
available for investigating integrability and the bifurcation of limit cycles in dynamical systems.
No single approach is likely to be the best choice universally.

Suppose thatP andQ are analytic and thatx = y = 0 is a critical point of focus type of
the system

ẋ = P(x, y) ẏ = Q(x, y). (1.1)

We are concerned with two of the questions that should be addressed in order to understand
the behaviour of such systems. One is the number of limit cycles which can bifurcate out
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of a critical point and the other is concerned with the conditions under which a critical point
is a centre. These are closely related issues, both of which have attracted much attention
over the years. For example, a knowledge of the integrability conditions is required in order to
determine the number of limit cycles which can bifurcate. Systems of the form (1.1) are used to
model various phenomena—an interesting recent example is concerned with the crystallization
of agates [14, 16].

We first describe the background and define terms. We write system (1.1) as

ẋ = λx + y + p2(x, y) + · · · + pk(x, y) + · · ·
ẏ = −x + λy + q2(x, y) + · · · + qk(x, y) + · · · (1.2)

wherepk andqk are homogeneous polynomials of degreek. It is well known that there is an
analytic functionV such thatV̇ , its rate of change along orbits, is of the form6η2k(x

2 + y2)k.
Theη2k are thefocal values, and they are polynomials in the coefficients arising inP andQ.
The origin is said to be afine focus of orderk if η2i = 0 for i 6 k but η2k+2 6= 0. At mostk
limit cycles can bifurcate from a fine focus of orderk under perturbation of the coefficients in
P andQ. The stability of the origin is determined by the sign of the first non-vanishing focal
value, and it is a centre if all the focal values are zero. A critical point is, of course, acentre
when all orbits in its neighbourhood are closed. Since system (1.2) is analytic and the linear
terms are present there is an analytic first integral whenever the origin is a centre. We describe
the system as integrable precisely when the origin is a centre.

In Hilbert’s 16th problem questions are raised about the number and possible
configurations of limit cycles of (1.1) whenP andQ are polynomials. Consider a particular
class of such systems. By the Hilbert basis theorem the ideal generated by the focal values
in the ring of polynomials in the coefficients occurring inP andQ has a finite basis. Thus
for polynomial systems there isM such thatη2k = 0 for k > M if η2k = 0 for k 6 M.
ThusM − 1 is the maximum possible order of the fine focus at the origin, and the critical
point is a centre if and only ifη2k = 0 for k 6 M. However the value ofM is not known in
advance. In order to find it, and at the same time obtain necessary conditions for integrability,
focal values are computed. The coefficients are eliminated by making substitutions from the
relationsη2 = η4 = · · · = η2`−2 = 0 in η2` for each̀ . The expressions so obtained are called
theLiapunov quantitiesand are denoted byL(k), k = 0, 1, . . . . The set of common zeros of
the Liapunov quantities coincides with the zero set of the focal values and is thecentre variety.
This reduction process leads tonecessaryconditions for a centre. It can be very demanding
computationally, as was seen in [8]; hence anything which leads to less complicated calculations
is helpful. Thesufficiencyof the conditions obtained is proved independently using a number
of different methods. One of the most useful is described in [12]; it relies on a partly automated
systematic search for invariant functions which are used to construct integrating factors.

The focal values may be defined in different ways, for example by requiring thatV̇ is
of the form6η′2ky

2k, and there are other methods of calculating them. It was proved by Shi
[15] that the ideal generated by the focal values is independent of the way in which they are
defined and found. The focal values can be calculated by hand only in simple cases. A number
of algorithms have been developed to compute them automatically using various computer
algebra packages, see, for example, [1–4, 13]. Our procedure, using REDUCE, is described
in [6]; we called the algorithm FINDETA. We have used it extensively to obtain information
about the number of bifurcating limit cycles and to derive necessary conditions for the origin
to be a centre. It has proved efficient and easy to use. The results obtained are described in a
number of papers such as [7–11]. In this paper we present another approach to the computation
of focal values which, certainly in some situations, is more effective computationally than the
methods previously used.
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Research on polynomial systems has progressed by consideration of particular classes of
systems. Thus quadratic systems were the first to be studied intensively. They are by now
reasonably well understood, though the maximum number of limit cycles is still not known.
Li énard systems (of various degrees) provide another example of a class which has been
extensively investigated. More recently much effort has been devoted to cubic systems and
the examples contained in this paper are of this kind.

It is sometimes helpful to write a polynomial system of the form (1.2) in terms of the
complex variablez = x + iy. When the origin is a fine focusη2 = λ = 0 and (1.2) becomes

iż = z +
∑
i+j>2
i,j>0

Aij z
i z̄j . (1.3)

This is the form which we use in the new algorithm described in section 2.

2. The focal values

We consider the system

iż = z + f2 + f3 + · · ·
wherefk is a homogeneous polynomial inz andz̄ of degreek, and write

fk =
k∑
`=0

Ak−`,`zk−`z̄`.

We seek a functionV = V2 + V3 + V4 + · · ·, whereVk is a homogeneous polynomial inz, z̄ of
degreek with V2 = zz̄, such that

V̇ = η4(zz̄)
2 + η6(zz̄)

3 + · · · .
Now

V̇ = 1

i

∂V

∂z
(z + f2 + f3 + · · ·)− 1

i

∂V

∂z̄
(z̄ + f̄2 + f̄3 + · · ·).

Therefore

iV̇ = (z̄ + V3,z + V4,z · · ·)(z + f2 + · · ·)− (z + V3,z̄ + V4,z̄ · · ·)(z̄ + f̄2 + · · ·) (2.1)

whereVk,z andVk,z̄ denote∂Vk/∂zand∂Vk/∂z̄ respectively. Denote the terms on the right-hand
side of (2.1) of degreek byRk. Then

Rk = zVk,z − z̄Vk,z̄ +
k−1∑
`=2

fk−`+1V`,z −
k−1∑
`=2

f̄k−`+1V`,z̄. (2.2)

Fork > 3 write

Vk =
k∑
j=0

Vk−j,j zk−j z̄j .

The first two terms in the right-hand side of (2.2) are

zVk,z − z̄Vk,z̄ = z
k∑
j=0

(k − j)Vk−j,j zk−j−1z̄j − z̄
k∑
j=0

jVk−j,j zk−j z̄j−1

=
k∑
j=0

(k − 2j)zk−j z̄jVk−j,j .
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Within Rk we compare coefficients ofzk−j z̄j . Fork 6= 2j , we findVk−j,j from the fact that

(k − 2j)Vk−j,j = coefficient ofzk−j z̄j in
k−1∑
`=2

(V`,z̄f̄k−`+1− V`,zfk−`+1). (2.3)

Now

V`,zfk−`+1 =
(∑̀
m=0

(`−m)V`−m,mz`−m−1z̄m
)( k−`+1∑

n=0

Ak−`+1,nz
k+1−`−nz̄n

)
.

We need to extract the coefficient ofzk−j z̄j in this product: it is

C`kj =
∑

(`−m)V`−m,mAk−`+1−n,n
where the sum is over allm, n with m + n = j and such that 06 m 6 `, 06 n 6 k + 1− `.
Letm = j − n; then

C`kj =
∑
n

(`− j + n)V`−j+n,j−nAk−`+1−n,n (2.4)

where the sum is now overn in the range max(0, j − `) 6 n 6 min(j, k + 1− `). Similarly

V`,z̄f̄k−`+1 =
(∑̀
m=0

mV`−m,mz`−mz̄m−1

)( k+1−`∑
n=0

Āk+1−`−n,nz̄k+1−`−nzn
)
.

The coefficient ofzk−j z̄j in this product is

D`kj =
∑

mV`−m,mĀk+1−`−n,n
where the sum is over allm, n with n + ` − m = k − j and 06 m 6 `, 06 n 6 k + 1− `.
Equivalently

D`kj =
∑
n

(n + ` + j − k)Vk−j−n,n+`−k+j Āk+1−`−n,n (2.5)

where

max(0, k − j − `) 6 n 6 min(k − j, k + 1− `).
In terms ofm

D`kj =
∑

mV`−m,mĀj+1−m,k−j+m−` (2.6)

with max(0, j + `− k) 6 m 6 min(`, j + 1). Note that̀ > 2 in the summation. Therefore

(k − 2j)Vk−j,j =
k−1∑
`=2

(D`kj − C`kj ) (2.7)

whereC`kj is given by (2.4) andD`kj by (2.5) or (2.6).
Whenk = 2j , this formula does not determineVj,j . By definition,V1,1 = 1 and we have

complete freedom in the choice ofVj,j for j > 1; we setVj,j = 0. At the same time we have

η2j = i

( k−1∑
`=2

(D`kj − C`kj )
)

(2.8)

with k = 2j in the summation.
The focal values are given explicitly by (2.8). The procedure is iterative; the expression for

Vk−j,j given by (2.7) involves theVi−j,j with i < k. The corresponding algorithm is structurally
simpler than that described in [6]. An implementation of this algorithm in REDUCE, called
COMETA, was used to compute the focal values required in this paper. We shall demonstrate
that, not only is it conceptually simpler, but that in certain circumstances it is also more efficient
computationally.
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3. Some useful results

Writing (1.3) in complex form leads to the algorithm described in section 2 and also to some
useful theoretical results. We can establish that, in general, there are fewer terms in the focal
values produced using COMETA, than by using FINDETA, for the same system. We also give
results on the structure of the Liapunov function and the focal values. Finally, in this section
we present the complex form of the two classical criteria for a critical point to be a centre.

We define a weight functionµ on the set of monomials in the coefficientsAij and their
complex conjugates as follows:

(i) µ(Aij ) = i − j − 1;
(ii) µ(X̄) = −µ(X);

(iii) µ(kX) = µ(X) if k is a complex constant;
(iv) µ(XY) = µ(X) +µ(Y ).

For a polynomialp all of whose terms are of the same weightµ0, we defineµ(p) to beµ0.
We show that the focal values have weight zero.

Lemma 1. µ(Vij ) = i − j .

Proof. The proof is by induction. Suppose that the result holds fori +j < k. From (2.5), each
summand inD`kj is of weight(k− j −n− (n+`− k +j))− (k + 1−`−n−n−1) = k−2j .
Similarly each summand inC`kj is of weight(`−j+n−(j−n))+(k−`+1−n−n−1) = k−2j .
The result follows. �

Theorem 2. For all j , µ(η2j ) = 0.

Proof. Whenk = 2j , each term inC`kj andD`kj has weight zero. �

After the focal values have been calculated, the next step is to reduce each modulo the
previous ones to obtain the Liapunov quantities. This is often demanding in terms of computing
resources, and anything that simplifies the expressions obtained is useful. The focal values
obtained by using FINDETA do not satisfy theorem 2. It is therefore apparent that the focal
values given by (2.8) are already simpler in this sense.

The following lemma gives information on the form of the focal values and Liapunov
function.

Lemma 3.

(i) For all k andj , V̄kj = Vjk.
(ii) For all j , η2j is real.
(iii) The Vkj andη2j are polynomials in theAmn andĀmn with real coefficients.

Proof.

(i) Whenk = j the result is obvious. Whenk 6= j we have

(k − j)Vkj =
k+j−1∑
`=2

(D`,k+j,j − C`,k+j,j ).

Now

C`,k+j,k =
∑
n

(`− k + n)V`−k+n,k−nAk+j−`+1−n,n.
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If we suppose thatVpq = V̄qp for p + q < k, we have

C̄`,k+j,k =
∑
n

(`− k + n)Vk−n,`−k+nĀk+j−`+1−n,n = D`,k+j,j .

It follows that(k − j)V̄kj = −(j − k)Vjk, whenceVkj = V̄jk.
(ii) Using the above in (2.8) we have

η2j = i
2j−1∑
`=2

(D`,2j,j − C`,2j,j ) = i
2j−1∑
`=2

(C̄`,2j,j − D̄`,2j,j ) = η̄2j .

(iii) Again this follows by induction from the formulae (2.7) and (2.8).

�
It is not always as helpful as one might expect to incorporate these results in the computer

algorithm. ComputingVij and using its complex conjugate whenVji is required is generally
slower than computing theVji directly. This is due, in part, to the lack of an in-built facility
in REDUCE for handling a data structure of type ‘complex’. Some saving in space can be
achieved and this may be significant for some problems. Similarly the focal values could be
obtained from the imaginary part of the appropriateC (orD) but the expression forC alone
may contain more terms thanD − C.

Writing system (1.1) in complex form has some advantages when proving the sufficiency
of the conditions for integrability. The two simplest criteria are that a critical point of focus
type is a centre if the system is Hamiltonian (that is,Px +Qy = 0) or the system is symmetric
in a line through the origin. The corresponding results for the system

iż = z +
N∑
k=2

k∑
`=0

Ak−`,`zk−`z̄` (3.1)

are as follows.

Lemma 4. The origin is a centre for (3.1) if

(k − `)Ak−`,` = (` + 1)Ā`+1,k−1−`
for all k, ` with 26 k 6 N and06 ` < 1

2k.

Proof. Let the nonlinearity on the right-hand side of (3.1) bef = u + iv. Then we have

ẋ = y + v ẏ = −x − u.
So the divergence of the vector field isvx − uy , which is−ifz + if̄z̄. But

fz − f̄z̄ =
N∑
k=2

k−1∑
`=0

(k − `)(Ak−`,`zk−`−1z̄` − Āk−`,`z̄k−`−1z`)

=
N∑
k=2

k−1∑
`=0

((k − `)Ak−`,` − (` + 1)Ā`+1,k−1−`)zk−`−1z̄`.

Hence the system is Hamiltonian if and only if

αk,` = (k − `)Ak−`,` − (` + 1)Ā`+1,k−1−` = 0

for all k, ` with 26 k 6 N and 06 ` 6 k − 1. But ᾱk,` = −αk,k−1−`; the result follows.�

Lemma 5. The origin is a centre for (3.1) ifA21 is real and there isθ such thatAkjei(k−j−1)θ

are all real.
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Proof. Under the transformationz 7→ zeiθ , the equation becomes

iż = z +
∑

Akje
i(k−j−1)θ zkz̄j . (3.2)

If the original system is symmetric in a line through the origin there isθ such that (3.2) is
symmetric in thex-axis. The condition for this isAkjei(k−j−1)θ ∈ R. �

The symmetry of a system in a line is not obvious when the real form is used except when
the line is one of the axes. In complex form it is immediate. The following result follows
directly from lemma 5 withθ = 0.

Corollary 6. Suppose thatAkj ∈ R for all k, j . Then the origin is a centre for (3.1).

In contrast to corollary 6, the origin is not a centre when theAkj are pure imaginary. In
the next section we resolve the centre focus question in this case withA11 = 0.

4. Examples

We first illustrate the use of COMETA by applying it in the case of the system

iż = z +A30z
3 +A21z

2z̄ +A12zz̄
2 +A03z̄

3. (4.1)

The centre conditions for (4.1) are well known, see [12] for example. We refer to this system
here for two reasons. First, it serves as a test of the algorithm and, secondly, we are able
to compare the use of the complex form with other methods of computing focal values and
deriving integrability conditions. We can readily find the necessary centre conditions using
COMETA as shown below. In contrast the calculations for the real form are of comparable
difficulty only after a linear change of coordinates; this transformation then has to be inverted
to obtain the conditions for the original system. So for this system it is clearly advantageous to
use the complex form to find the necessary centre conditions. We also have that the sufficiency
of one of the centre conditions is proved more readily in the complex form. The corresponding
case in the real form required the search for invariant curves from which a Dulac function was
constructed [12].

We use COMETA to calculate the focal values,η2j , for (4.1) and hence obtain the
corresponding Liapunov quantities,L(i). HereL(i) is obtained fromη2i+2 modulo η2j

(2 6 j 6 i) with non-zero multiplicative factors removed. We find thatL(1) = A21− Ā21

and withĀ21 = A21 then

L(2) = −A30A12 + Ā30Ā12.

Assume for the time being thatA12 6= 0 and letĀ30 = A30A12/Ā12 then

L(3) = (3A30− Ā12)(A
2
12Ā03− Ā2

12A03)(A30 + 3Ā12)

L(4) = A21(3A30− Ā12)(A
2
12Ā03− Ā2

12A03)(A30 + 7Ā12)

L(5) = (3A30− Ā12)(A
2
12Ā03− Ā2

12A03)F

whereF is a polynomial inA30, A21, A12, Ā12, A03, Ā03. Hence it is possible that the origin
is a centre whenA12 6= 0 if either of the conditions

Im (A21) = 0 3A30− Ā12 = 0

or

Im (A21) = Im (A30A12) = Im (A2
12Ā03) = 0
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holds. If neither of these holds thenL(3) = 0 only if A30 + 3Ā12 = 0. Then we have
L(4) = A21 and withA21 = 0,L(5) = 4A12Ā12− A03Ā03 andL(6) = 0. Another possible
condition for the origin to be a centre whenA12 6= 0 is

A21 = Im (A30A12) = 0 A30 + 3Ā12 = 0 4A12Ā12− A03Ā03 = 0.

Returning to the case withA12 = 0 we haveL(3) = A2
30A03− Ā2

30A03 which is a factor of
L(4), L(5) andL(6). Hence another possible centre condition is

Im (A21) = A12 = Im (A2
30A03) = 0.

These four necessary conditions for the origin to be a centre can be combined to give the
following result.

Theorem 7. The origin is a centre for (4.1) if and only if one of the following holds:

(i) Im (A21) = 0, 3A30− Ā12 = 0;
(ii) Im (A21) = Im (A30A12) = Im (A03Ā

2
12) = Im (A2

30A03) = 0;
(iii) A21 = 0, A30 + 3Ā12 = 0, 4A12Ā12− A03Ā03 = 0.

Proof. Necessity has already been confirmed. When (i) holds, the system is Hamiltonian
and hence the origin is a centre by lemma 4. If (ii) is satisfied then by lemma 5 the system
is symmetric in a line through the origin, again the origin is a centre. In [12] we proved the
sufficiency of this condition by finding an invariant conic and constructing a Dulac function.
In the complex form symmetry in a line is immediate. It was also shown in [12] that when (iii)
holds, an invariant quartic,S, exists andS−5/2 is a Dulac function. �

We saw earlier that if all the coefficientsAij are real then the origin is a centre for (1.3), and
hence there are no limit cycles encircling the origin. The other extreme is when theAij are pure
imaginary. Calculation of the focal values and, in particular, their reduction is computationally
very demanding in this case. However, such a system withA11 = 0 is tractable and we present
the results below. The system is interesting in that although it has only six non-zero pure
imaginary coefficients it can have six small amplitude limit cycles.

We consider

iż = z +A20z
2 +A02z̄

2 +A30z
3 +A21z

2z̄ +A12zz̄
2 +A03z̄

3 (4.2)

whereA20 = ia2, A02 = ic2, A30 = id2, A21 = if2, A12 = ig2, A03 = ih2. We note that
the origin is a centre for the quadratic part of (4.2). We use COMETA to calculate the focal
values. We find thatL(1) = A21 and withA21 = 0,L(2) = A02A20(A03 +A12− A30).

First we letA02 = 0; thenL(3) = A03(A12 + 3A30)(A30 − 3A12). WhenA03 = 0 we
findL(4) = A2

20A12(A12− A30)
2 is a factor ofL(5) andL(6), suggesting that the origin is a

centre if

A21 = A02 = A03 = 0 A20A12(A12− A30) = 0. (4.3)

WhenA12 = −3A30, so thatL(3) = 0, thenL(4) = A2
20A30 andA20 is a factor ofL(5). The

origin may be a centre if

A21 = A02 = A20 = 0 3A30 +A12 = 0. (4.4)

All other possible conditions for a centre withA30 = 0 are covered by (4.3).
AlsoL(3) = 0 whenA30 = 3A12; thenL(4) = A2

20A12(A03 + 4A12)(19A03− 10A12). If
A20 = 0 thenL(5) = A03A12(A

2
03− 4A2

12). The case withA03 = 0 is covered by (4.3), that
with A12 = 0 by (4.4) and if

A21 = A02 = A20 = 0 A30− 3A12 = 0 A2
03− 4A2

12 = 0 (4.5)
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then the origin may be a centre. On the other hand, ifA20 6= 0 then all possible centre
conditions are subcases of (4.3) and (4.4).

Another situation in whichL(2) = 0 is whenA30 = A03 + A12. Then we find
L(3) = A03(A03 − 2A12)(3A03 + 4A12) andA03 is a factor ofL(4) andL(5). The origin
may be a centre if

A21 = A03 = 0 A30 = A12. (4.6)

The possible centre condition withA12−A30 = 0 in (4.3) is covered by (4.6). WithA03 = 2A12

all possible centre conditions are already covered. When 3A03 + 4A12 = 0,A20 is a factor of
L(4), L(5) and the origin may be a centre if

A21 = A20 = 0 3A03 + 4A12 = 0 A03 +A12− A30 = 0. (4.7)

Again all other possibilities are covered by the conditions above.
FinallyL(2) = 0 ifA20 = 0 and thenL(3) = A03(3A30+A12)(A30−3A12). As 3A30+A12

is also a factor ofL(4), L(5), L(6) the origin may be a centre if

A21 = A20 = 0 3A30 +A12 = 0 (4.8)

which covers (4.4) and (4.7). WhenA03 = 0 then

L(4) = A2
02(A12− A30)(A12 + 3A30)(2A12− A30)

and

L(5) = A4
02(A12− A30)(A12 + 3A30)(25A12 + 19A30).

All situations which may lead to a centre are subcases of those conditions already found. When
A30− 3A12 = 0 no new possible centre conditions arise; the details will be given later when
we consider the bifurcation of limit cycles.

Theorem 8. The origin is a centre for (4.2) if and only if one of the following holds:

(i) A20 = A21 = 0, 3A30 +A12 = 0;
(ii) A20 = A02 = A21 = A03 = 0;

(iii) A02 = A21 = A12 = A03 = 0;
(iv) A21 = A03 = 0, A30 = A12;
(v) A20 = A02 = A21 = 0, A30− 3A12 = 0, A2

03− 4A2
12 = 0.

Proof. Necessity has been proved. When (i) holds the system is Hamiltonian and hence the
origin is a centre. The system is symmetric in a line through the origin when (ii) holds and
thus the origin is a centre. In fact in this instance the system is of the form (4.1) and, asA12A30

is real, condition (ii) of theorem 7 holds.
To prove the sufficiency of conditions (iii)–(v) we revert to the real form of the equations

and use the technique described in [12] to construct Dulac functions from invariant curves.
When (iii) holds we find invariant lines can be used to give a Dulac functionB = ∏4

i=1L
αi
i

with

Li = mix − a2y +
d2

mi
y + 1

and

αi = −(2a2mi − 3d2)

(a2mi − 2d2)

where themi are distinct non-zero roots ofm4 + a2
2m

2 − 2a2d2m + d2
2 = 0. If double roots

arise, or if any of themi is zero or equal to 2d2/a2, then the system reduces to a quadratic and
as has already been noted the origin is a centre for the quadratic part of (4.2).
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When (iv) holds the system falls into the class covered by condition (3) of lemma 4.2
in [12]. Again there are invariant lines and here we require three of them to form the Dulac
functionB =∏3

i=1L
αi
i where

Li = mix − (a2 + c2)y +
2g2

mi
y + 1

αi = 2mi(c2mjmk − 2g2(mj +mk))/g2(mi(mj +mk)−m2
i −mjmk)

with j = i + 1(mod 3), k = i + 2(mod 3). Themi,mj ,mk are three distinct non-zero roots of
m4 +m2(a2 − 3c2)(a2 + c2) + 8c2g2m− 4g2

2 = 0. When there are not three distinct non-zero
roots to this equation the system is quadratic and as before the origin is a centre.

The system is of the form (4.1) when (v) holds and is covered by condition (iii) of theorem 7.
The Dulac function in this case involves an invariant quartic; we findB = S−5/2, where
S = 16g2

2y
4 − 8g2xy + 1 whenA03 = 2A12 and whereS = 16g2

2x
4 − 8g2xy + 1 when

A03 = −2A12. �
Having established the conditions under which the origin is a centre for (4.2) we can

determine the maximum order of the origin as a fine focus. Hence we can find the maximum
number of small amplitude limit cycles that can be bifurcated from the origin.

For a fine focus of order greater than one we must haveA21 = 0 and ifA20 = 0 also
the origin is of order at least two. We then haveL(3) = A03(3A30 + A12)(A30 − 3A12).
If 3A30 + A12 = 0 then the origin is a centre and ifA03 = 0 the origin is a centre or
a fine focus of order at most five. IfA30 − 3A12 = 0 the order is at least four. Then
L(4) = A2

02A12(A03− 2A12)(7A03− 4A12) and ifA03 = 4A12/7 the origin is a fine focus of
order at least five. NowL(5) = −A3

12(245A4
02 + 144A2

12) and for a fine focus of order six we
let 144A2

12 = −245A4
02; thenL(6) = −A10

02A12. If L(6) = 0 the origin is a centre, hence the
order of the origin as a fine focus is at most six.

We proceed to show that six limit cycles can be bifurcated in this instance. We write the
system in real form:

ẋ = λx + y + (a2 + c2)x
2 − (a2 + c2)y

2 + (d2 + f2 + g2 + h2)x
3

−(3d2 − f2 − g2 + 3h2)xy
2

ẏ = −x + λy + 2(a2 − c2)xy + (3d2 + f2 − g2 − 3h2)x
2y − (d2 + f2 + g2 − h2)y

3.

(4.9)

Theorem 9. The origin is a fine focus of maximum order six for (4.9). It is of order six if

λ = a2 = f2 = 0 d2 = 3g2 h2 = 4g2/7 g2
2 = 245c4

2/144 and c2 6= 0.

To obtain six limit cycles we perturb the coefficients, one at a time, so that the stability of
the origin is reversed at each perturbation and a limit cycle bifurcates. First we summarize the
Liapunov quantities in terms of the real coefficients. Here the sign of the Liapunov quantity is
important; we defineL(i) to be the reduced focal valueη2i+2 with strictly positive multiplicative
factors removed.

L(0) = λ L(1) = f2

L(2) = a2c2(h2 + g2 − d2)

L(3) = h2(3g2 − d2)(g2 + 3d2)

L(4) = c2
2g2(h2 − 2g2)(7h2 − 4g2)

L(5) = g3
2(245c4

2 − 144g2
2)

L(6) = c10
2 g2.

When the relationships given in theorem 9 hold,L(6) is non-zero and all the other Liapunov
quantities are zero. We aim to show that six limit cycles can be bifurcated; to simplify the
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procedure we assume thatg2 > 0. A reversal of the stability of the origin is achieved by
increasingg2 so thatL(5)L(6) < 0. At the same timed2 andh2 are adjusted to ensureL(3)
andL(4) remain equal to zero. The first limit cycle bifurcates. To obtain the second limit
cycleh2 is decreased,L(4) andL(5) are now of opposite sign, and the stability of the origin is
again reversed. Increasingd2 will makeL(3)L(4) < 0 and a third limit cycle bifurcates. For
the fourth limit cycle,a2 is perturbed so thata2c2 < 0 and decreasingf2 produces a fifth limit
cycle. The sixth and final limit cycle comes by increasingλ.

5. The Kukles system

Finally we consider another particular case of (3.1), namely that in whichAij = Āji . The real
form of such equations is

ẋ = y ẏ = −x +
∑
i+j>2

aij x
iyj . (5.1)

In previous papers [7, 8] we investigated cubic systems of this form, and showed that the centre
conditions proposed by Kukles [5] are incomplete. We saw in [8] that the search for necessary
conditions for a centre can be extremely demanding of computing resources and considerable
ingenuity is often required in the reduction of the focal values. We gave all integrability
conditions which arepersistentin a sense which we defined and we conjectured that there are
no others: we now confirm that this is so.

A centre ispersistentif it is preserved by some perturbation of the coefficients. This, of
course, must be relative to a specific class of perturbations, and this has to take account of
the fact that every condition is preserved under scaling of the coefficients. In the case of the
systems

ẋ = y ẏ = −x +
3∑

i+j=2

aij x
iyj (5.2)

we gave all centre conditions whena11 = 0 in [7]; we scaled the coefficients bya11 in [8] and
found all persistent centres of (5.2).

Theorem 10. The system (5.1) witha11 6= 0 has no non-persistent centres.

Proof. A non-persistent centre of (5.1) witha11 = 1 is given by relations of the formAij = λij ,
where eachλij is a complex number which is not a function of theAij . For the unscaled
system these relations becomeAij = λij ai+j−1

11 . The complex form of (5.1) is invariant under
the transformation(z, t) 7→ (z̄,−t). The centre conditions are therefore invariant under
conjugation. Therefore theλij are real. It follows that all the coefficientsAij are real. The
origin is necessarily a centre (corollary 6), but it is persistent because it is preserved by every
perturbation in which theAij remain real. �

Corollary 11. The origin is a centre for the Kukles system (5.2) if and only if one of the
conditions given in theorem 3.1 of [8] holds.

Remark. In theorem 10 we have supposed thata11 6= 0; a similar result holds if any specific
aij is used to scale (5.1).
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